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Abstract

Automatic detection of semantic events in sport videos is a challenging task. In this paper, we propose a multimodal multilayer statistical inference framework for semantic sports video analysis using Dynamic Bayesian Networks (DBNs). Based on this framework, three instances including factorial hierarchical hidden Markov model (FHHMM), coupled hierarchical hidden Markov model (CHHMM), and product hierarchical hidden Markov model (PHHMM), are constructed and compared. Play-break detection in soccer videos is used as a testbed with hierarchical hidden Markov model (HHMM) as a baseline. Experimental results indicate the superior capability of the PHHMM, because it not only effectively models dynamic interactions between different modalities, but also sufficiently utilizes context constraints in multilayer structures.
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1. Introduction

The growing amount of multimedia information in the form of digital video is driving the development of content-based video analysis and retrieval technologies in recent years [1]. However, due to a wide variety of video content, it is still difficult to extract automatically high level semantics from raw video data. Thus, most of current works focus on specific domain in order to investigate the roles of domain knowledge. As a great favorite of a large audience over the world, sports video represents an important application domain. Exciting commercial appeals and academic promises have attracted attentions from various disciplines [2-17].

There are two distinct characteristics in sports videos that differentiate them from other video programs (e.g., news and movie). These characteristics represent the domain knowledge in the sports video analysis. First, sports video is composed of repetitive domain-specific events, which are intrinsically multimodal. Different information sources including closed caption text, speech, sound, camera motion, and visual scene, are used by the broadcasters to convey the meaning. Thus, the integration of multimodal information to detect events is an effective solution for semantic sports video analysis [6-12]. Second, most of sports games have tree structures. That is, the relationships among the events follow a set of rules. For example, a tennis game is divided first into sets, then games and serves. It is important to improve the accuracy of individual event detection by sufficiently utilizing such multilayer constraints [13-17].

In this paper, we present a generic framework for sports video analysis based on Dynamic Bayesian Networks (DBNs). This framework not only detects events with multimodal information, but also utilizes multilayer structure among events. Although both issues have been addressed in previous works, to consider the two issues together has not gotten sufficient attentions. Within the unified probabilistic framework proposed in this paper, the two aspects may enhance each other resulting in more robust and effective event detection. From this framework, three instances are derived for the multimodal and multilayer analysis of sports video, including factorial hierarchical hidden Markov model (FHHMM), coupled hierarchical hidden Markov model (CHHMM), and product hierarchical hidden Markov model (PHHMM). For a comparison purpose, the three variations as well as conventional hierarchical hidden Markov model (HHMM) are all applied to play-break
detection in soccer videos. Experimental results show that the PHHMM outperforms all the other models.

The rest of the paper is organized as follows: In Section 2, we briefly review the related work of sports video analysis. The proposed multimodal multilayer DBN models are presented in Section 3. In Section 4, we apply the three models as well as conventional HHMM to play-break detection in soccer videos. The performance comparison results are reported in Section 5. Finally, Section 6 concludes the paper.

2. Related Work

Recently, the integrated use of multimodal data is an emerging trend in semantic sports video analysis. In this section, we first survey the related work on this issue. These multimodal-based approaches usually focus on isolated event recognition. Different from these approaches, our previous works also consider relationships between events [16, 17], which are briefly discussed in the second part.

2.1. Multimodal Analysis for Sports Videos

Existing techniques of multimodal integration include feature fusion and decision fusion methods. In feature fusion methods, observation vectors are obtained by concatenation of low-level features from different modalities. The approach proposed in [7] concatenated image, audio and text features from consecutive scene shots into a feature vector, and then a maximum entropy method was used to detect key events of baseball videos. Because the concatenation tends to result in a high dimension feature vector, the feature fusion method is often followed by a dimensionally reduction transform. However, such a transform is argued in [20], because Wang et al. found that the correlation between features from different modalities (e.g. audio, color, and motion) was very low. Furthermore, these feature fusion methods, also called early fusion, are not effective for asynchrony and dynamic interactions between different modalities [6].

Decision fusion methods, also called late fusion, are more popular than feature fusion methods in sports video analysis research. The decisions from different modalities are combined at a high level to generate an overall result. Different combination strategies have been proposed, including rule-based reasoning [8-10], linear combination [11] and machine learning methods such as DBNs [12]. However, both rule-based reasoning and linear combination often result in poor generality [4]. First, explicitly setting the inference rules may not be easy for a large number of cues. Second, some hard thresholds have to be chosen. Apart from these deterministic approaches, the effectiveness of probabilistic inference for fusing the evidences from different modalities has been demonstrated by [12], in which multimodal features were fused by DBNs to extract highlights from Formula 1 race videos.

2.2. Multilayer Analysis for Sports Videos

As aforementioned, the multilayer structure among events is another important characteristic of sports video. The fundamental idea behind multilayer analysis is to divide the event detection problem into two stages – recognition of primitives and recognition of structure. For example, a typical home run in a baseball video can be composed of a pitch view followed by an audience view and then a running close-up view. Although the exact contents of video streams differ from game to game, such production styles and editing patterns are followed by the broadcasters to help viewers understand the game. One reason for the multilayer analysis is that the direct mapping from low-level features to high-level semantics has been proved ineffective. Therefore, we convert this problem to an inference problem, in which high-level semantic events are decomposed into a serial of low-level primitives. Through context constraints, high-level semantics are inferred from low-level primitives. On the other hand, low-level primitives may be directly mapping to low-level features. In addition, with the multilayer framework, the semantic events may be segmented and recognized simultaneously.

In the literatures, there are two kinds of multilayer analysis techniques, i.e. syntactic-based and statistical-based methods. Motivated by the analogy between natural language and sport video, we introduced Context-Free Grammars (CFGs) and compiler principles to sports video parsing in [17]. Probabilistic aspects of syntactic-based methods were presented in [21], but not for sports video analysis. They used the Stochastic Context-Free Grammar (SCFG) parser to recognize visual activities. However, one of difficulties in syntactic-based methods is to automatically learn grammars and parameters from training data.

Statistical-based methods for multilayer analysis are always built upon probabilistic graphical models, such as HMMs and their variances. These methods combine intuitive graphical representations with efficient algorithms for statistical inference and learning. Xie et al. [15] suggested an unsupervised method using hierarchical Markov models (HHMM) to discover multilevel video structures. Instead of using unsupervised strategy, our previous work [16]
presented a multilayer framework based on HMMs for sports game event detection, in which the models are learned from the transcriptions of pre-defined events.

3. Multimodal Multilayer Model

Both multimodal clues and multilayer constraints are critical for semantic sports video analysis. However, there are very few efforts on a unified statistical solution for both of them. In this paper, we present a multimodal and multilayer framework for this issue using DBNs. Based on the DBN framework, three multimodal multilayer models, including FHMM, CHHMM and PHHMM, are constructed.

DBNs are directed graphical models, in which hidden states are represented in terms of individual variables or factors. DBNs extend traditional Bayesian Networks (BNs) to time series data modeling by considering the state transition between time slices. Meanwhile, DBNs allow a set of random variables instead of only one hidden state node at each time instance, like HMMs. As a class of probabilistic graph models, DBNs provide us a feasible and powerful method to model sports events by fusing multimodal data and combining multilayer constraints.

In this section, we first give the DBN representations of these models, and then discuss the algorithms for learning and inference.

3.1. Representation

A DBN is typically described by two sets of parameters (Λ, Θ). The first set Λ represents the structure of the DBN which includes the number of nodes per time slice, and the topology of the network. The second set Θ quantifies conditional probability distributions (CPDs) associated with the edges in the network, and the probabilities of the initial nodes.

Figure 1 represents an HHMM as a DBN. The state of the HHMM at level \( d = 1 \ldots D \) (from top to bottom) and time \( t \) is represented by \( Q_t^d \). The number of the states at level \( d \) is denoted as \( n_d \). \( F_t^d \) is an indicator variable that is tuned on only if the sub-HMM of \( Q_t^d \) has just finished, i.e., entered the end state. Note that if \( F_t^d = 1 \), then \( F_{t-1}^d = 1 \) for all lower levels (\( d' > d \)). Besides the topology, the associated CPDs are defined as follows. The top, middle and bottom layers of the hierarchy are considered separately, since they have different local topology.

### Top level:

\[
P(Q_1^d = i) = \pi_i^d \quad (1)
\]

\[
P(Q_t^d = j \mid Q_{t-1}^d = i, F_{t-1}^d = f) = \begin{cases} \delta(i, j) & \text{if } f = 0 \\ a_i^d(i, j) & \text{if } f = 1 \end{cases} \quad (2)
\]

### Middle level:

\[
P(Q_t^d = i \mid Q_{t-1}^d = k) = \pi_i^d \quad (3)
\]

\[
P(Q_t^d = j \mid Q_{t-1}^d = k, F_{t-1}^d = f, F_{t-1}^{d-1} = g) = \begin{cases} \delta(i, j) & \text{if } f = 0 \\ a_i^d(i, j) & \text{if } f = 1 \text{ and } g = 0 \\ \pi_i^d(j) & \text{if } f = 1 \text{ and } g = 1 \end{cases} \quad (4)
\]

\[
P(F_t^d = 1 \mid Q_t^d = k, Q_{t-1}^{d+1} = i, F_{t-1}^d = f) = \begin{cases} 0 & \text{if } f = 0 \\ a_i^d(i, \text{end}) & \text{if } f = 1 \end{cases} \quad (5)
\]

### Bottom level:

\[
P(Q_t^0 = j \mid Q_{t-1}^0 = i, Q_{t-1}^{d+1} = k, F_{t-1}^0 = 0) = a_i^0(i, j) \quad (6)
\]

\[
P(Q_t^0 = j \mid Q_{t-1}^0 = i, Q_{t-1}^{d+1} = k, F_{t-1}^0 = 1) = \pi_i^0(j) \quad (7)
\]

\[
P(F_t^{d+1} = 1 \mid Q_{t-1}^{d+1} = k, Q_t^0 = i) = a_i^d(i, \text{end}) \quad (8)
\]

\[
P(X_t^d \mid Q_t^d = i) = N(X_t, \mu_i, \sigma_i) \quad (9)
\]

where \( \pi_i^d \) represents the initial state distribution for the sub-HMM of state \( Q_{t-1}^{d+1} = k \), \( a_i^d(i, j) \) is the state transition probability, and \( N(X_t, \mu_i, \sigma_i) \) is the probability of the observation \( X_t \) given the 4th state of the bottom node. Here, the observation probability is modeled using Gaussian, while other models are possible, such as Gaussian mixture model. As a whole, the parameter set \( \Theta \) of an HHMM is formed as follows:

\[
\Theta = \left( \bigcup_{d=1}^{D} \bigcup_{i=1}^{n_d} \{\pi_i^d, a_i^d\} \right) \cup \left( \bigcup_{j=1}^{n_0} \{\mu_j, \sigma_j\} \right) \quad (10)
\]

A two-level HHMM model has been used in [14] to model structure in video. They modeled individual recurring events as HMMs, and the high-level transitions between the events as another level of Markov chain. In [16], we found sports game video is essentially an event sequence with a hierarchical structure, and by the need for a multilayer HHMM.
model. However, both the HHMM models cannot be effectively applied for fusing multimodal information, since they take the observation as one data stream.

Figure 2. Multimodal multilayer models: (a) FHHMM; (b) CHHMM; (c) PHHMM.

An interesting instance of the DBNs is the so-called coupled hidden Markov model (CHMM), which has been successfully applied in audio-visual speech recognition [19]. Following this perspective, we extend HHMMs for the purpose of multimodal and multilayer sports video analysis. Figure 2 illustrates different fusion strategies of multimodal information under this framework. Compared with HHMMs, this framework has two advantages: (1) avoiding high dimensional feature vectors; and (2) modeling dynamic interactions between different modalities effectively.

An FHHMM as shown in Figure 2(a) generalizes an HHMM by representing the hidden state by a set of variable nodes. At the bottom layer, the parameters of an FHHMM are described as:

\[
P(Q_i^o = j | Q_{i-1}^o = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 0) = \prod_s a_i^O(l, j, s) \quad (11)
\]

\[
P(Q_i^d = j | Q_{i-1}^d = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 1) = \prod_s \pi_i^O(j, s) \quad (12)
\]

\[
P(F_{i}^{d-1} = 1 | Q_{i}^{d-1} = k, Q_{i}^o = l) = a_i^F(k, l, s) \quad (13)
\]

\[
P(X_i | Q_i^o = l) = \prod_s N(X_i, u_i, \sigma_i) \quad (14)
\]

where \(i = [i_1, \ldots, i_n] \) is the set of states in each stream at the bottom layer, \(a_i^O(l, j, s) \) is the state transition to \(j \) from state \(i\) in stream \(s\), \(\pi_i^O(j, s) \) and \(N(X_i, u_i, \sigma_i) \) are the initial probability and the observation probability of state \(i \) in stream \(s \) respectively. The FHHMM allows for more flexibility than the HHMM in modeling the state asynchrony from different modalities, while omits the natural correlation along time between them.

A CHHMM adopts a more complex strategy for multimodal integration. It allows the nodes from different streams to interact, and at the same time to have their own observation, as shown in Figure 2(b). The elements of a CHHMM at the bottom layer are described as:

\[
P(Q_i^o = j | Q_{i-1}^o = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 0) = a_i^O(l, j) \quad (15)
\]

\[
P(Q_i^d = j | Q_{i-1}^d = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 1) = \pi_i^O(j) \quad (16)
\]

\[
P(F_{i}^{d-1} = 1 | Q_{i}^{d-1} = k, Q_{i}^o = l) = a_i^F(k, l) \quad (17)
\]

\[
P(X_i | Q_i^o = l) = \prod_s N(X_i, u_i, \sigma_i) \quad (18)
\]

Different from the FHHMM, the transition probability of each bottom node is computed as joint probability of the set of states at previous time. With the constraint \(a_i^O(l, j) = a_i^O(l, j)\), a CHHMM is reduced to an FHHMM.

A PHHMM can be seen as a standard HHMM, where each state of the bottom node is represented by a set of states, one emitting its own observation. The parameters of a PHHMM at the bottom layer are:

\[
P(Q_i^o = j | Q_{i-1}^o = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 0) = a_i^O(l, j) \quad (19)
\]

\[
P(Q_i^d = j | Q_{i-1}^d = l, Q_{i-1}^{d-1} = k, F_{i-1}^{d-1} = 1) = \pi_i^O(j) \quad (20)
\]

\[
P(F_{i}^{d-1} = 1 | Q_{i}^{d-1} = k, Q_{i}^o = l) = a_i^F(k, l) \quad (21)
\]

\[
P(X_i | Q_i^o = l) = \prod_s N(X_i, u_i, \sigma_i) \quad (22)
\]

The use of PHHMM is justified because it allows for state asynchrony, since each of the bottom nodes can be in any combination of states from different modalities. Unlike the FHHMM, the PHHMM preserves the natural correlation of these modalities along time. Furthermore, the PHHMM also allows for the correlation at the same time, which is prohibited by the CHHMM.

3.2. Learning and Inference

Given the DBN representations of these models, there are two computational tasks that must be performed to segment and recognize the events. The first task is to estimate the parameters of the
probabilistic distributions associated with the network. Once the parameters have been learned from training data, the remaining task is to make predictions, i.e., computing the maximum likelihood sequence of state nodes given the observation sequence of low-level features. A major advantage of DBNs is that they are easy to be interpreted and learned, because the graph is directed and the CPDs of each node can be estimated independently.

Depending on whether the structure is unknown or whether some nodes are hidden, learning methods are different. In this paper, the structures of the DBN models are determined, but the states of each node are not fully observable in training data. Based on our multilayer models, the higher-level structure elements usually correspond to observable semantic events, while the bottom-level states represent hidden primitives. These hidden primitives constitute the events and also have direct maps to low-level features. For example, in the experiments for play-break event detection in soccer videos, we labeled the plays and breaks in the training data, but the primitives below these events were unlabelling. Thus, the DBN models in this situation can be trained using the expectation maximization (EM) algorithm [18].

As for the inference task, we convert the HHMM into an equivalent HMM, and then use the forward-backward algorithm [22]. This is the method of choice, since the forward-backward algorithm is exact, and is very simple to implement. Another class of algorithms, such as the Viterbi algorithm, are used to decode the optimum path. The forward and backward variables are then used to re-estimate the parameters of the HHMM with the EM algorithm (also called the Baum-Welch method) as follows.

**E step:** since the state space is not fully observable, we calculate the expected transition and initialization of states on the training data.

\[
\xi_t(i, j) = P(Q_t = i, Q_{t-1} = j | X_t, X_{\tau}, \Theta) = \frac{\alpha_t(i) \alpha_t(j) b(X_{t-1} | j) \beta_t(j)}{\sum_i \sum_j \alpha_t(i) \alpha_t(j) b(X_{t-1} | j) \beta_t(j)}
\]

(25)

\[
\gamma_t(i) = P(Q_t = i | X_t, X_{\tau}, \Theta) = \sum_j \xi_t(i, j)
\]

(26)

**M step:** the parameters of the model can be re-estimated by using above expected values, which leads to a greater likelihood of the training data. Here, the update on the equivalent HMM is mapped back to the original HHMM.

Because the EM algorithm is known to converge to a local maximum of data likelihood, the choice of the initial parameters of the model is a critical issue. In this paper, we adopt an efficient method for the initialization using the K-means and Viterbi algorithm. First, we use the K-means algorithm to cluster samples in each data stream. By this means, each sample in the training set is assigned with a label, which corresponds to the hidden primitives, i.e., the states at the bottom layer. Now, with the full observable states, the CPDs of the model can be directly determined by computing statistics from the segmented data. Then, we use the Viterbi algorithm to obtain the optimal state sequence, which can be used to estimate the new parameters of the CPDs again. This step is repeated until the difference between the observation probabilities of the training sequences at consecutive iterations falls below a convergence threshold.

4. Play-Break Detection in Soccer Videos

We apply the proposed framework to play-break detection in soccer videos, which is also a testbed for our comparison experiment. Play-break detection is an important task for video summary and further semantic analysis. Play events are defined when a soccer ball is in the field and game is going on; break events refer to the compliment set when game is ceased by some reasons, such as a foul or the ball going out of the field. With detected play-break segments, the concise summary consisting plays can be generated. Also, play-break detection is the basic step for high-level event recognition, such as goal detection.
In our implementation, color and motion features are extracted from video first. As stated in [20], color and motion features are derived from different modalities and the correlation between them is very low. On the other hand, for the play-break detection, the two modalities carry complementary information about underlying process. Thus, we seek a framework to model dynamic interactions between individual modalities as well as context constraints in a multilayer state space. Here, we don’t use audio clues, because they are not very discriminative for play/break in soccer videos based on our observation.

In [14], motion intensity and dominant color ratio were used in HMMs for play-break. Then classification and segmentation were performed with dynamic programming based on the likelihood outputs from the HMMs. According to shot classification and game rules, a straightforward method of checking shot transition patterns was proposed in [9]. However, these methods are only focused on play-break detection and lacks of generality. Based on their work in [14], Xie et al. [15] presented a more generic approach to structure discovery from long video sequence using HHMMs. Their experiments showed that the HHMM based approach was effective for play-break detection. In this paper, we also implemented the conventional HHMM as a baseline for performance comparison.

\[
m_{pq} = \sum_{y=0}^{M-1} \sum_{x=0}^{N-1} x^p y^q f(x, y)
\]  

Based on these geometric moments, three color-based descriptors are derived, including field area (32), horizontal variance (33), and vertical variance (34).

\[
A = \frac{m_{00}}{MN}
\]

\[
\sigma_x = \frac{1}{M} \sqrt{m_{20}/m_{00} - \frac{m_{02}}{m_{00}}}
\]

\[
\sigma_y = \frac{1}{N} \sqrt{m_{02}/m_{00} - \frac{m_{00}}{m_{00}}}
\]

The motion feature \(X_m\), representing intensity (35) and entropy (36), is computed with motion vectors in a frame as follows:

\[
m_i = \frac{1}{K} \sum_{v=1}^{K} \sqrt{v_x^2 + v_y^2}
\]

\[
m_e = -\sum_{i=0}^{8} \frac{h(i)}{K} \log \left( \frac{h(i)}{K} \right)
\]

where \(K\) is the total number of the motion vectors \(v = [v_x, v_y]\), and \(h(i)\) is the number of the motion vectors in one of eight directions \((i = 0\) means still). The motion feature carries complementary information to color-based features. For example, a field view with high motion intensity and low entropy often results from camera pan during a play; while a close-up view of player usually has high entropy.

As a whole, two data streams are produced from different modalities, \(X_c\) the color feature and \(X_m\) the motion feature. We extract them from the video sequence by uniformly sampling. Then a two-layer DBN model (i.e. FHMM, CHHMM or PHHMM) is used to fuse the two modalities for inferring the maximum likelihood series of play/break events. The bottom layer represents the hidden primitives at each sample composing the play/break events; the top layer represents the events and the transitions between them.

5. Experiments

The experiments carry two objectives. The first is to evaluate the improvement in information fusion brought by the multimodal multilayer models, i.e. FHHMM, CHHMM and PHHMM. The second is to compare the performance of the proposed fusion architectures with other fusion techniques.

To fulfill the first objective, we built an HHMM based system as the baseline system. The system was first trained and tested only using the color modality, then only using the motion modality. The color-only system is based on the HHMM with two layers, the top layer corresponds to the events and the bottom layer

![Figure 3. Field color map: (a) original image; (b) binary image.](image-url)
for the hidden states. The motion-only system has a similar topology. To achieve the second objective, we implemented a common form of the feature fusion approach, i.e. fusion by concatenating the color and motion feature vectors. For the feature fusion scheme, the HHMM based system identical to the color-only system uses the same output distribution for the concatenated feature vectors of a state. Our FHHMM, CHHMM or PHHMM based system uses separate distributions to model the different modalities of a joint state. In the experiments, we tried different state number from 5 to 9 at the bottom layer of each model to find the optimal performance.

The data set used for the evaluation includes 20 video clips (from a few minutes to ten minutes). These clips were randomly selected from 5 soccer matches, which involve different teams, stadiums and cable companies. All video clips are in MPEG-1 format, 352×288 size, and 25 f/s. The color and motion features are computed at interval of 0.5 second. The ground truth was labeled manually in advance. Due to the limited amount of the data, a cross validation scheme was used. Namely, the models were trained on a subset containing 90% of the available sequences and tested on the remaining 10%; this process was repeated until all sequences had been covered in testing.

The evaluation is measured both at frame level and segment level by comparing to the ground truth. At frame level, the evaluation calculates the ratio of the number of correctly annotated frames by the system to the total number of frames in the ground truth, as shown in Table 1. This measurement evaluates the performance at each frame, and is suitable for the case when users want to know the statistics of plays/breaks globally, such as time percent.

The segment-level evaluation, as shown in Table 2, is useful when users want to request to see a specific event segment. It calculates the precision and recall rates for each type of events. We counted each detected event as a hit if it temporally overlapped with an actual event of that type. Multiple detections of the same event were counted at the first time, and the rest hits were taken as false alarms. The F-value metric that summarizes the recall and precision metric is also defined, which is a harmonic average of precision and recall \( F = 2RP/(R + P) \).

From Table 2, we can see that the multimodal systems, except the PHHMM, always give the high recall rates, while the precision rates are very low. It is caused by over segmentation. The over segmentation caused multiple hits on the same event, and increased the false alarms. The primary reason for the over segmentation is that the primitive detection at the bottom layer is not cooperated with the higher layers very well. If the system only gives emphasis to local detection and does not consider the global constraints from the multilayer integration, the performance will be hurt badly by the over segmentation. Different from those biased models, our preliminary experimental results show that the PHHMM is a viable tool for both modeling the dynamic interaction between different modalities and also preserving the flexibility within the multilayer context.

### Table 1. Evaluation results at frame level.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHMM_C</td>
<td>78.46</td>
</tr>
<tr>
<td>HHMM_M</td>
<td>64.07</td>
</tr>
<tr>
<td>HHMM</td>
<td>77.08</td>
</tr>
<tr>
<td>FHHMM</td>
<td>81.14</td>
</tr>
<tr>
<td>CHHMM</td>
<td>82.60</td>
</tr>
<tr>
<td>PHHMM</td>
<td>80.05</td>
</tr>
</tbody>
</table>

### Table 2. Evaluation results at segment level.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Precision</th>
<th>Recall</th>
<th>F-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHMM_C</td>
<td>87.61</td>
<td>71.22</td>
<td>78.57</td>
</tr>
<tr>
<td>HHMM_M</td>
<td>50.64</td>
<td>84.40</td>
<td>63.30</td>
</tr>
<tr>
<td>HHMM</td>
<td>69.46</td>
<td>84.06</td>
<td>76.07</td>
</tr>
<tr>
<td>FHHMM</td>
<td>36.09</td>
<td>100</td>
<td>53.04</td>
</tr>
<tr>
<td>CHHMM</td>
<td>36.41</td>
<td>99.30</td>
<td>53.28</td>
</tr>
<tr>
<td>PHHMM</td>
<td>73.26</td>
<td>90.00</td>
<td>80.77</td>
</tr>
</tbody>
</table>

### 6. Conclusions

In this paper, we have presented a generic framework for semantic sports video analysis based on DBNs. Compared with existing works on sports video analysis, the proposed framework provides a unified probabilistic solution for event detection by utilizing both multimodal evidences and multilayer constraints. The multimodal analysis with machine learning techniques leads to more robust and accurate systems in which the evidences from different modalities are fused. At the same time, multilayer analysis based on
DBNs provides a general graphical representation of structural constraints among events, for which a set of efficient statistical inference and learning algorithms are available. In addition, the optimal semantic events are segmented and recognized simultaneously.

Based on this framework, we constructed and compared three multimodal multilayer models, i.e. FHMM, CHHMM and PHHMM with conventional HHMM on play-break event detection for soccer video. Experimental results indicate that PHHMM is a very attractive choice for semantic sports video analysis.

The proposed framework using DBNs is open and easy to extend, which may integrate different modalities and domain-specific context constraints. Also, the semantics at different levels are all available from this framework. In the future work, we will further improve this system by 1) using more effective and robust feature representations from different modalities; 2) employing more powerful and discriminative learning methods.
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